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１．Project Purpose  

The aim of this project is to establish a framework for estimating 3D bone shape 
model and its pose from a single X-ray image. This task of joint reconstruction and 
registration is challenging because it is highly unconstrained as well as there is 
depth uncertainty in X-ray images. Thus, we tackle this problem in two phases. 
First, we establish the framework for registering X-ray image with known 3D 
model, then we extend it to estimate 3D shape as well. In this project, we develop 
deep learning architecture for both phases.  
 

Figure 1. Overview of the proposed method in phase 1. Scene coordinate regression is utilized to 

run pose estimation algorithm.  

In the first phase, we developed a framework to establish 2D and 3D 
correspondences using scene coordinates to register a known 3D model with an X-
ray image. Scene coordinates are defined as the intersection in 3d space between 
back projected pixel rays and the 3d model. As shown in Figure 1., the scene 
coordinates are predicted from input X-ray image, which implicitly establishes 2d-
3d correspondences. These correspondences are used to run perspective-n-point 
algorithm with random sample and consensus.  
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Figure 2. Overview of the proposed method in phase 2. Bothe shape points and image points are 

estimated to establish correspondences. Registration is done in 3d space as well as 2d-3d space. 

In the second phase, we developed a framework to jointly predict the 3d shape as 
well as the corresponding points in the image (Figure 2.). This allows us to obtain 
the posed 3d shape from single X-ray image. In addition, it can be used to register 
the known 3d shape without preprocessing its coordinate system. 

 
２．Results  

 

 
Figure 3. Contour overlays of 3d shape in estimated pose. 

We show the qualitative results for the first phase (registration using scene 
coordinates) in Figure 3. The figure shows registration results for real X-ray 
images although the model was trained on synthetic images. The error metric is 
projected mean target registration error (mTRE) which is the mean L2 error 
between the re-projected and ground truth landmarks. We can see that the 
overlayed contours resemble the original contours in the X-ray image. 
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Figure 4. Examples of predicted point clouds (3d shapes in left) and registration results as 

reprojected points in image coordinates (right). 

We show qualitative results for the second phase (reconstruction-based 
registration) in Figure 4. Two rows are examples of the predicted point clouds and 
its registration in 3d space along with reprojection of the estimated camera 
parameters. In the 3rd column we can identify that the reprojection of aligned 
target is closer to the x-ray image contours than the unaligned target. 

 
３．Roles of the MCRP and its significance 

The GPU resources provided by the MCRP significantly enhance our capability to 
conduct multiple experiments using large datasets. Training models on consumer-
grade hardware can be challenging due to the extensive time requirements. 
Moreover, the computational demands extend beyond training deep learning 
models; for instance, Monte Carlo simulations for X-ray imaging also require 
substantial computational power. Therefore, MCRP is a vital resource that 
facilitates these advanced computational tasks. 

 
４．Future plan 

In our upcoming project, we plan to enhance the framework to support patient-wide 
models. The current system's first phase achieves satisfactory registration outcomes 
but is limited to individual patients. The second phase, while applicable on a patient-
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wide basis, does not match the accuracy of the first phase. To address this, we aim 
to integrate the strengths of both phases by estimating heatmaps for arbitrary 
landmarks in the next iteration of the project. This advancement will potentially 
improve both the scalability and precision of our models. 
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