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１．Project Purpose  
This research aims to investigate the matrix computation based on the 
reduced/extended-precision arithmetic such as 8-bit, 16-bit, 24-bit, 48-bit, 96-bit, and 
128-bit for the fixed-point and the floating-point numbers, that include non-builtin 
data format, and where CPUs/GPUs/FPGAs supports hardware-oriented variable 
numerical precision, flexibly. 
Following kickoff in 2019, we have started the project from a typical linear algebra 
operation such as matrix multiplication and then extend it to solve other higher-level 
matrix problems. Since we have kicked off the project, our research objectives are 
shown further as follows. 
(1) Data formats of reduced/extended-precision on FPGA and GPU. Different data 
representation formats of the reduced/extended-precision are studied, and their 
performance in matrix multiplication is evaluated on single or multiple or hybrid of 
FPGAs and GPUs, concerning hardware resource utilization, data throughput, and so 
on. 
(2) Exploration of design space. The related algorithms and performance tuning 
techniques of matrix computation with the reduced/extended-precision will be 
researched. The corresponding systems are implemented by using FPGAs and GPUs 
and evaluated on the supercomputer Cygnus. Through comparisons of their 
performance, we explore the design space in the Cygnus, including the coordination of 
FPGA and GPU, data communication, mixed programming on FPGA. 
(3) Building kernels and IP libraries of matrix computation for GPGPU and FPGA 
are conducted, and they are optimized based on the Cygnus. 
 
２．Results  
Although this year was supposed to be the year to overcome the shortcomings of the 
project, it was not easy to devote enough time to the project due to the impact of 
Covid19. For FPGAs, we could not proceed with implementing floating-point operations 
as planned, but we have continued to promote the verification of mixed-precision 
operations using GPUs as the central platform, as we did in FY2019. As the results, we 
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presented FP32 and FP64 emulation using a V100 Tensor Cores, and FP128 operations 
at ISC20 [1] and HPC Asia21 [2]. In addition, we have achieved a fixed-point 
implementation in the SYMV kernel[3]. 

 
３．Roles of the MCRP and its significance 
Like the last year, 2019, MCRP provides the atop hardware system Cygnus, a platform 
that allows us to combine the FPGA technology we require with conventional 
technologies such as CPUs and GPUs. It is also an excellent place to share 
collaborative applications to become a significant example of the cross-field science 
tighten by computer science. The significance is unique and highly appreciated. 
 
４．Future plan 
Due to some restrictions by Covid19, we could not complete some of the planned topics 
in FY2020. These are anticipated to be relieved via our one-year-experiences. We must 
overcome these circumstances. Untouched items, for example, implementation and 
evaluation of flexible FP-units on an FPGA, are our short-ranged milestones during 
FY2020-2022, and must be conducted in FY2021. We are going to enhance our 
computational concepts accelerated by FPGA technologies. 
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(2) Presentations 
None 
 
(3) Others 
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Supercomputer Use Allocated resources* 

Initial 

resources 

Additional 

resources 

Cygnus Yes 5000 0 
Oakforest-PACS No 0 0 
*in units of node-hour product 


